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Abstract

In order to study the ability of a proposed submillimeter limb sounder to study Mars’ atmosphere, we simulate its theoretical
performance. Software was created to enable comparisons of output from a Martian Global Climate Model, taken to be
“truth”, to a set of simulated observations of that model output. The comparisons were based on a variety of metrics
including several which have been previously studied, as well as ones which would be unique to this new instrument’s
capabilities. Through this analysis, we are able to understand the usefulness and limitations of such an instrument, which
performs well enough to distinguish between current models. This also lays the groundwork for further optimizing studies
to determine the exact configurations and orbits which would be best suited to answer the posed scientific questions.
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1. Overview

Understanding weather on Mars is essential for the continued
safe exploration of the planet. While much is known about
the macro-scale weather patterns on Mars, very little has been
directly measured of the Martian wind conditions. Similarly,
little is known about the water vapor distribution and trans-
port within the Martian atmosphere. In hopes of improving
the data collection in these important areas, which would in
turn allow for better input constraints to be put on Mars cli-
mate models, new measurement techniques and instruments
are required.

The primary objective of this summer was to continue
the examination of the techniques and instrument proposed
in [Read et al., 2018], specifically the use of a submillime-
ter limb sounder similar to those employed in atmospheric
observations of Earth to gain these necessary insights into
the Martian atmosphere. By studying simulated measure-
ments of fields extracted from the output of the Laboratoire de
Météorologie Dynamique [LMD] Mars Global Climate Model
[GCM], we were able to verify if the proposed instrument
could answer the inquiries about water vapor distribution and

wind fields. This is a continuation of the work done in [Ban-
field et al., 2019].

To that end, the main work of the summer consisted of the
creation of software tools to aid in the loading and analysis
of datasets representing the atmospheric state on Mars. The
first such dataset was the output of the LMD Mars GCM pro-
vided by François Forget. This consisted of approximately one
Mars year of atmospheric water vapor, wind, and temperature
data across the entire planet. This dataset was then used as
the basis for extracting samples along an orbit for a potential
spacecraft. A 300km-altitude sun-synchronous (92◦ inclined)
orbit was selected for the simulation. This second dataset
consisted of profiles measured every 75 seconds along the or-
bit for the same Mars year, with representative noise added
to simulate data retrieved from a real spacecraft.

The simulated instrument views the atmosphere with two
separate independently steerable telescopes, one is chosen to
always view the atmosphere in a meridional (North-South) di-
rection, the other always views zonally (East-West), enabling
the measurement of “vector” (i.e., 2D) winds. In this con-
figuration, the latitudinal spacing of the East-West views in-
creases significantly in the polar regions (a consequence of the
interaction between the orbital and viewing geometry), lead-
ing to “gaps” in some of the figures to be shown later in this
report. Future work will examine other viewing strategies
that avoid this undesirable property of the sampling.

This study is focused on the abundance of atmospheric
water vapor. The simplest view of this is total atmospheric
water over time (e.g. [Smith, 2002] Fig. 8), allowing com-
parisons of broad global trends between the model output
and our simulated instrument. We also studied water va-
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(b) Simulated instrument data
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Fig. 1: Zonal average water vapor column abundances as a function of latitude and Ls.

por column abundances as a function of time and latitude
(e.g. [Smith, 2002] Fig. 5) to understand the relative location
of atmospheric water throughout the Mars year, and water
vapor column abundances as a function of latitude and longi-
tude (e.g. [Smith, 2002] Fig. 10) to understand the variations
in spatial distributions of water vapor during the annual cy-
cle. We additionally looked at views of water vapor mixing
ratios as a function of latitude and altitude in order to see
individual snapshots in time. We have also laid the basis for
future work in analyzing water vapor meridional transport
(e.g. [Steele et al., 2014] Fig. 13 and [Haberle et al., 2019] Fig.
4.2) in order to understand the movement of water vapor at
various times of year, but that work is only just beginning.

To facilitate the generation of these figures and also allow
direct comparisons, the simulated instrument data had to be
transformed into a similar format as the GCM output. This
required placing the data into bins based on its place in lati-
tude, longitude, and time. Once completed, we had recreated
the kind of fully processed instrument output one might ex-
pect from an actual spacecraft, with the added benefit of also
having the “truth” (LMD output) that data were retrieved
from. These data processing functions were also generalized

to allow further exploration in future studies.

2. Results

2.1 Annual Water Cycle

Figure 1 above displays column water vapor abundances as
a function of latitude and season (in solar longitude [Ls]) for
both the LMD output data and the data from the simulated
instrument, both to the same coarseness in latitude and Ls
(See Methods for specifics on the grid used).

The LMD data (top panel) shows the highest abundances
between Ls = 90◦ and Ls = 120◦ in the northern polar
region, with another smaller peak during south pole spring
(around Ls = 270◦). Large dry areas dominate the south and
north pole during their respective winters. These match up
well with existing data from real Martian observations, such
as those retrieved from the Thermal Emissions Spectrometer
[TES] or Mars Atmospheric Water Detectors [MAWD] [Smith,
2002].

These same dominating trends are visible in the simulated
instrument data (bottom panel) as well, though with some
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(b) Relative Difference, masked, with LMD contours added
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Fig. 2: The difference between the LMD output column abundances and the simulated instrument. Top: The exact differ-
ence, LMD - Simulated instrument. Bottom: The relative difference between the two, with points where the LMD
abundance was < 0.05 pr-µm removed. This plot has the abundance contours from LMD applied to show areas of
interest.

distinct differences. Several latitude bands south of −60◦ are
missing, due to the orbital sampling issues discussed in Sec-
tion 1. This makes characterization of the south pole summer
behavior more difficult, a factor that will affect several of our
subsequent analyses. The plot is also less smooth, particularly
in regions that are transitioning from higher abundances to
lower ones. This jaggedness is understandable considering the
large amount of information lost when going from a complete
global dataset to individual profiles sampled along an orbital
measurement track.

To understand the behavior of the simulated instrument
more precisely, it is easier to look at plots of the differences
between the two datasets. Figure 2 shows the difference be-
tween the datasets (top panel, in precipitable µm) as well as
the relative difference, given as a percentage of the LMD to-
tals. The relative difference plot has had values where the
LMD totals fall below 0.05 pr-µm removed to avoid placing
undue emphasis on cases where the true abundance of water
vapor is very low, and the measurement system could not be

reasonably expected to measure with strong signal-to-noise.
Additionally, this plot has contours of the original LMD col-
umn abundances added for reference.

The differences (top) show very promising results. The
mean difference is 0.15 pr-µm, the maximum positive differ-
ence is +14 pr-µm, and the maximum negative difference is
−5 pr-µm, encouraging considering the large dynamic range of
column water vapor. Additionally, the majority of the largest
differences appear in the north pole region during the wet
season, previously identified to be the wettest part of the an-
nual water cycle. In general, the simulated measurements are
slightly drier overall, with the majority of the difference being
in the positive direction. It is once again difficult to charac-
terize the south polar performance, but the available data are
quite close to the truth output.

The relative difference (bottom) confirms that the areas
of largest difference coincide with the areas of the most water.
The north pole spring and the available south pole spring mea-
surements perform similar to much of the rest of the planet
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(a) Ls = 30◦ (b) Ls = 120◦ (c) Ls = 270◦

Fig. 3: Spatial distribution of water vapor at three different times of year. Note the different color scale for each time period.
Top: LMD output. Bottom: Simulated instrument data.
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(a) Ls = 30◦
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(b) Ls = 120◦
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(c) Ls = 270◦

Fig. 4: Differences, spatial distributions of water vapor at three different times of year. Note the different color scale for
each time period.

on a percentage basis (both within 10% of LMD). This graph
does show very large percentage differences in boundary re-
gions with < 1 pr-µm of water. As these regions feature
so little water, even a small difference (as shown in the top
panel) amounts to a very large percentage. This is important
to consider also for the regions which are not shown in the
plot, which feature near-zero values for their column abun-
dances. Outside of these regions of low total abundance, the
relative difference is generally below 20%.

Both of these plots show some banding affects, most obvi-
ously near 60◦ north on the difference plot and between 15◦

and 20◦ north on the relative differences. This is a result of
the chosen orbit and sampling method, and further studies in
different orbits or instrument configurations are needed.

2.2 Spatial Distribution of Water

In order to investigate the instrument’s ability to determine
the spatial distribution of water, several points throughout
the year were chosen for comparison. First was Ls = 30◦,
during the planet-wide dry season, followed by Ls = 120◦, the
northern hemisphere wet season, and Ls = 270◦, the southern

hemisphere wet season. For each of these, a window of one
Martian month (30◦ Ls) centered on the given time was used
to provide complete coverage of the planet in the simulated
orbit. These results are shown in Figure 3.

Much like the annual water cycle, it is immediately clear
that the simulated instrument does a qualitatively good job
of retrieving the desired information. The simulated obser-
vations (bottom row) aligns well to the eye with the LMD
“truth” data (top), with the familiar missing latitude bands
near the south pole and the more jagged lines being the main
differences on first glance. The jagged lines are a function
of the sampling and relatively small time window used, and
they become more or less smooth if the window is increased or
decreased. A window smaller than ≈ 15◦ of Ls leads to gaps
where a latitude-longitude bin has no samples during the time
window requested. Beyond these, the regions of high and low
abundance align fairly well in each time window.

Figure 4 shows the differences between the LMD output
and the simulated instrument for each time frame. Here we
see noticeably different behavior in each time frame. The
period around Ls = 30◦ has the lowest differences, in the
range of ±4 pr-µm. However, there is much less water in the
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atmosphere overall at this time, and the errors here are spread
throughout most of the planet. Ls = 120◦ is much more
variable, with the extrema being offset by ±20 pr-µm. In this
case, the greatest differences are concentrated in the north
polar region, which also features the highest abundances at
>50 pr-µm. The case of Ls = 270◦ is hardest to characterize,
as we are once again unable to retrieve data in most of the
polar region, but it features a more modest range of differences
at ±8 pr-µm. In general, areas of larger abundances lead to
the largest differences, similar to the zonally averaged case
analyzed in the previous section. On a percentage basis, this
means the error is still quite low (below 15%) for regions where
there is an appreciable amount of water vapor. It is important
to note the Ls = 30◦ case, as it does not feature areas of large
abundances, unlike the other two time windows. This leads
to smaller magnitude errors (similar on a percentage basis),
but they are much more spread out across the planet rather
than localized at specific areas.

This is all done without taking into consideration Mars’
varied topography. It is possible to scale this kind of plot by
surface pressure to smooth out the affects of topology (one
such method is discussed in [Smith, 2002]), but that is not
explored at this time.
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Fig. 5: The total atmospheric water by weight in each hemi-
sphere as a function of Ls

2.3 Total Atmospheric Water

Figure 5 shows the total amount of water vapor in the at-
mosphere as a function of season. This shows the same an-
nual trends mentioned earlier, with the most amount of at-
mospheric water around Ls = 120◦, primarily in the northern
hemisphere, with another smaller maxima around Ls 270, ac-
counting for the south pole’s spring. These trends are also
broadly captured by the simulated instrument data, though
it is clearly lower at several points.

Notable losses occur at the end of the northern hemisphere
wet season and the peak of the southern hemisphere wet sea-

son (Ls 240◦ – 330◦). The former is the same period as dis-
cussed in the annual water cycle discussion. This period fea-
tures the most water vapor on the planet, and therefore it also
features the largest magnitude discrepancies in our retrieval.
The second discrepancy is likely accounted for by the missing
observational data south of −60◦, as discussed in Section 1.
The overall difference is much larger in the southern hemi-
sphere, though it is mainly apparent during the wet period.
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Fig. 6: The difference between the LMD and simulated data,
as a percentage of the LMD total

The relative difference in global totals is shown in Figure
6. From this graph it is clear that even during the southern
hemisphere wet season, the difference between the simulated
retrieval and the LMD data is only 8% of the LMD water
totals. More complete coverage of the southern hemisphere
could lower these results to as low as 5%, the highest percent
difference we see for most of the rest of the year, or lower.

The instrument is still successful in identifying the sea-
sonal trend of water vapor abundance, as well as correctly
identifying maxima and minima of that trend.

2.4 Vertical Distribution of Water

To assess the instrument’s capability to observe the vertical
distribution of water in the Martian atmosphere, the same
Ls windows from Section 2.2 were used, as was the window
size of 30◦. These plots are shown in Figure 7. The vertical
coordinate is provided both in pressure (which underlies our
coordinate system) and approximate altitude.

The qualitative shape and distribution of the water vapor
in the atmosphere is very similar between the LMD output
(top) and simulated instrument (bottom) for all three time
windows. The missing latitude bands once again serve as the
most noticeable difference between each.

Taking an absolute difference of these, as is shown in Fig-
ure 8, shows that these are indeed quite close. While there are
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(a) Ls = 30◦ (b) Ls = 120◦ (c) Ls = 270◦

Fig. 7: Vertical distribution of water vapor at three different times of year (zonal averages), logarithmic scale. Top: LMD
output. Bottom: Simulated instrument data which has been resurfaced to match the LMD pressure levels.
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(a) Ls = 30◦

90 75 60 45 30 15 0 15 30 45 60 75 90
Latitude [degrees north]

10 1

100

101

102

103

Pr
es

su
re

 [P
a]

Ls = [105, 135]

1e-06 1e-05 0.0001 0.001
Absolute Difference [kg/kg]

0
10
20
30
40
50
60
70
80
90

Ap
pr

ox
. A

lti
tu

de
 [k

m
]

(b) Ls = 120◦
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(c) Ls = 270◦

Fig. 8: Absolute differences between zonal average vertical distribution of water vapor at three different times of year, log
scale.

many points that differ, especially in the regions of the origi-
nal plots with the most water vapor, these differences are at
least an order of magnitude smaller than the data itself. Simi-
lar to the spatial distribution plots, the dry season (Ls = 30◦)
case has the smallest absolute differences, but the relatively
lower amounts of total water during this period actually mean
it performs worse than the cases with more water.

3. Conclusion

After studying the performance of the simulated sub-mm in-
strument, we can conclude that proposed instrument can re-
port on the studied figures to a useful degree of accuracy. This
would not only allow the further refining of models, but can
also answer questions that have not previously been possible
to address about the vertical distribution of water vapor. Fur-
ther studies could confirm if additional new questions may be

answered by such an instrument, specifically studies of wind
and water vapor transport in the Martian atmosphere.

The simulated instrument data often led to results within
10% of the LMD “truth” data, though this obviously de-
pends on the metric in question. The errors found are all
sufficiently small that differentiation between existing climate
models would be possible. Further studies may use different
GCM output as the “truth” data to study the extent of this
possibility in full. Furthermore, many of the most noticeable
errors are a direct result of the sampling strategy, including
but not limited to the missing latitude bands south of −60◦.

Many possible improvements could be studied to remedy
this issue. The 75 second limb scan interval could be short-
ened. This would reduce the size of gaps and increase the
amount of data collected overall, at the cost of increased noise
(for example, halving the length of scans would lead to ap-
proximately a

√
2 increase in noise). However, that increase in

noise would not be a concern after averaging several profiles
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together, so this is a valid option if individual atmospheric
profiles are permitted to be noisier.

Further studies can also investigate if the 92◦-inclined or-
bit is optimal or if another orbit leads to better coverage of
key areas of the planet.

Finally, the instrument configuration (steering antennas,
which for this study were steered to seek North and East)
could be iteratively optimized to find the best compromise
between coverage and usefulness.

All these improvements could only lead to even more sig-
nificant results.

4. Methods

All software produced as a result of this project was coded in
Python 3.7, with several important libraries added in addi-
tion. The primary library for data storage and manipulation
was xarray [Hoyer and Hamman, 2017], which allows the read-
ing and writing of the standard netCDF format. Addition-
ally, SciPy [Virtanen et al., 2020] was used for the loading of
simulation files generated in the IDL programming language,
and was used for several calculations. Ls (when not provided
in the datasets) was calculated using the marstime package
based on [Allison, 1997] and [Allison and McEwen, 2000].

The LMD dataset was loaded as-provided by Forget, with
the only addition being the Ls calculation. The data were
provided in bins 3.75◦ latitude by 5.625◦ longitude over 24
pressure levels, with 12 timesteps per sol for 669 sols.

Simulated instrument data were provided in an IDL save
file, which was then loaded into a netCDF file for later manip-
ulation. These data are ≈1.2 million profiles, each represent-
ing a 75 second limb scan from one of two antennas. For this
report, the configuration in which the antennae seek North
and East measurements was used, as described in Section 1.

This dataset is generated in three stages. First, the data is
sampled from the LMD model along the orbital track. Then,
these profiles are resurfaced from the 24 LMD levels to have
65 pressure levels using log-pressure interpolation. Finally,
averaging kernels were applied based on simulations of the
performance of the sub-mm instrument in the Martian atmo-
sphere, provided by William G. Read, see Fig. 9. The last
two files labeled in Fig. 9 were used in this study, with figures
generated using the second to last (red markings). The differ-
ence in finalized retrievals between these two retrieval profiles
was less than 0.06pr-µm in any given zonal average. This fi-
nal dataset is representative of the actual data retrieval, with
appropriate noise.

These profiles were then grouped into bins 2◦ of Ls, with
a latitude by longitude grid identical to the grid used in the
LMD data. Direct comparisons required additional binning to
be performed to align the times and pressures of the simulated
data and LMD output. This may itself be a source of error in
some figures due to the slight differences in time binnings, but

Fig. 9: Precision information generated by William G. Read,
used to simulate retrievals.

neither dataset should ever differ by more than a fractional
degree Ls.

Water vapor column abundances were calculated for each
column using code adapted to water vapor on Mars, based
on a general, Earth-based IDL routine. Data which is miss-
ing (due to being in a pressure level which is subsurface) is
dropped for each column individually before the computation.

4.1 Verification with Ames Output

Additional data from the NASA Ames Research Center Mars
GCM was used to help verify the calculations used for column
abundances. At the moment we did not run extract simulated
data for a spacecraft orbit, though that is a possible exten-
sion. Therefore, these plots were used as broad checks on the
reasonability of our outputs (See Figure 10 below).

Ames data were also used as a reference for the develop-
ment of tools to calculate water vapor meridional transport
for future use in analyzing the proposed instrument. This was
calculated using the equation

[Qφ] =
2πr cos(φ)

g

∫ Psurf

0

[qv] dp (1)

This calculation was decomposed into the constituent parts
using the relation

[qv] = [q̄][v̄] + [q̄∗v̄∗] +
[
q′v′
]

(2)

These are based on the discussions in [Peixoto and Oort,
1992, Chapter 4, 12]. The result can be seen in Figure 11 with
a comparison from [Haberle et al., 2019].
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Fig. 10: Zonal average water vapor column abundances as a function of latitude and Ls calculated for the NASA/Ames
GCM
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Fig. 11: Meridional Water Vapor Transport around Ls = 104◦ in the NASA/Ames GCM.
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